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Abstract A critical prerequisite of risk prevention measures for natural hazards is from the

results of forensic disaster investigations (FDIs). The current studies of the FDIs are

limited by data issues including data availability and data reliability. The applications of

crowdsourcing method in natural disasters indicate the potential to provide data support for

the FDIs. However, there is very limited existing research on the use of crowdsourcing data

for the FDIs. Following the requirements published by the Integrated Research on Disaster

Risk program for FDIs, this paper establishes the process map for conducting the FDIs by

scenario analysis approach with the crowdsourcing and crowdsensor data. Hurricane

Harvey is used as the case study to implement the process map. The results show that the

use of crowdsourcing data for the FDIs is feasible. Though this paper takes practical

measures for improving the reliability of crowdsourcing data (i.e., little data size) in the

case study, future research can focus on the development of advanced algorithm for the

crowdsourcing data quality validation.
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1 Introduction

The occurrence of natural extreme events shows an increasing trend from 1980 to 2017

around the world (CRED 2018). Meanwhile, the dramatic increase in population world-

wide and the associated changes of mobility preference result in more human exposure to

the potential natural disasters (Kron 2005). The consequence is the increase in the damage

and losses during natural disasters (e.g., Guha-Sapri and Santos 2012). Furthermore,

Müller et al. (2011) reported the crucial prerequisites for the development of risk miti-

gation measures including the analysis of natural disaster events (e.g., flood), the associ-

ated damages and the causes of damages. These requirements are consistent with the

contents of forensic investigation proposed in Integrated Research on Disaster Risk (IRDR)

(2011) and De Groeve et al. (2013). However, the current case studies and projects for

forensic disaster investigations (FDIs) indicate their data issues including data availability

and data reliability (e.g., Gotangco et al. 2013; Huang et al. 2013).

To be specific, the FDIs were introduced by Burton (2010) to explore the root causes of

growing disaster losses. Four complementary modes were proposed to conduct the FDIs,

including critical cause analysis, meta-analysis, longitudinal analysis and scenarios of

disaster (Burton 2010; IRDR 2011). Thereafter, a series of FORIN (FORensic INvesti-

gations of disasters) projects and case studies under IRDR (2013) and other research

agencies (e.g., Zurich insurance) were performed by using these four modes. For instance,

German Committee for Disaster Reduction (2012) proposed the framework for conducting

the critical (root) cause analysis of damages in Haiti Earthquake. Huang et al. (2013)

performed the meta-analysis of the causes of damages to infrastructure and population in

Typhoon Morakot. In addition, a longitudinal analysis for the summary of existing threats

to physical, social, economic and health sectors was conducted by Gotangco et al. (2013)

for the recurrent climate change events in Metro Manila. A scenario analysis was per-

formed by Menoni et al. (2016a), to explore the causes of damages to physical (e.g., critical

infrastructures and buildings) and social sectors (e.g., people) in the Umbria 2012 flood.

However, the common limitation in German Committee for Disaster Reduction (2012) and

Gotangco et al. (2013) is their use of expert interview/consultation to identify root causes

and develop the FORIN narrative for four sectors (i.e., physical, social, economic and

health), respectively. This process can introduce data bias due to selection of experts and

their personal preferences (Dorussen et al. 2005). Meanwhile, Huang et al. (2013) per-

formed a solid data-supported meta-analysis, while the critical limitation is the coverage of

all the data sources. For example, the ‘Online Journal Paper Databases’ used by Huang

et al. (2013) failed to include all the important journals focusing on natural hazards, e.g.,

ASCE Natural Hazards Review. In the scenario analysis performed by Menoni et al.

(2016a), the flood depth (i.e., hazard factor) was not used for exploring the causes of

physical damages on buildings and the damage data on population at individual scale are

also not collected. In summary, the common issue in the previous case studies and projects

for FDIs falls on the data, including data quality (i.e., bias), coverage of data source and

lack of a specific data category.

To resolve the data limitation issues involved in performing the FDIs in the previous

research, this paper introduces the use of crowdsourcing data. Crowdsourcing, a method

based on the faith that the aggregated public wisdom can reach an expert level quality

(Eskenazi et al. 2013), is popularly used in the disaster management (e.g., Goodchild and

Glennon 2010; Yuan and Liu 2018a). To be specific, crowdsourcing data demonstrate its

wide applications for damage assessment (e.g., Liang et al. 2017; Barrington et al. 2011)

and rescue (e.g., Riccardi 2016; HOUSTON HARVEY RESCUE 2017) during natural
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disasters. Therefore, crowdsourcing data indicate its potential to provide both damage data

(e.g., Wang et al. 2016) and vulnerability data (e.g., HOUSTON HARVEY RESCUE

2017), which can further support the FDIs by scenario method to analyze the causes of

damages. However, the existing research using crowdsourcing data for conducting the

FDIs is very limited. Hence, the goal of this paper is to conduct the FDIs with a solid and

complete data support. Thereafter, this research proposes a hypothesis below:

Hypothesis Using crowdsourcing data for performing the FDIs is feasible.

Hurricane Harvey hitting Texas on August 25, 2017 and bringing huge losses to the

state (The Balance 2017) is used as the case study to validate the hypothesis. Utilizing the

crowdsourcing and crowdsensor data produced in Hurricane Harvey, this paper performs

the scenario analysis for the FDIs with the concentration on the exposed evacuees. On the

one side, the damages and vulnerability data of exposed evacuees are extracted from a

3-day-life crowdsourcing platform HOUSTON HARVEY RESCUE (Campoy 2017),

including their locations, number of children and elderly, and health conditions. On the

other side, a crowdsensor map of US Geological Survey (USGS) provides this study with

flood parameters (i.e., water depth). Referring to the scenario analysis in Menoni et al.

(2016a), we perform our FDIs based on the data-driven approach to analyze the causes of

damages to the exposed evacuees in Hurricane Harvey flood. Following the bottom-up

approach, this research summarizes the causes of damages to exposed evacuees at

aggravated scale from the analysis results at individual scale.

2 Related research

2.1 Forensic disaster investigations (FDIs)

On the one side, following the principle of ‘build back better after disasters’ proposed in

UNISDR’s Sendai Framework for Disaster Risk Reduction (SFDRR) (2015), research

scholars have to analyze how the damages occurred during natural disasters and what the

root causes have been (Menoni et al. 2016a). This is consistent with the requirements of the

forensic investigation proposed in IRDR (2011) and De Groeve et al. (2013). According to

the requirements, various research agencies and projects focus on the forensic disaster

investigations (FDIs), e.g., Zurich insurance, CEDIM of Karlsruhe Institute of Technology

and IDEA project led by Politecnico di Milano, etc.

To be specific, Zurich insurance developed the Post-Event Review Capability (PERC)

method for the assessment of large disasters (Zurich insurance 2013). The PERC method

focuses on the investigation of reasons resulting in the devastating impacts of the current

disasters and proposes the corresponding mitigation measures for the future (e.g., Zurich

insurance 2016). The critical issue involved in PERC analysis is the lack of solid data

support. For instance, in the PERC analysis of Flash floods in southern Germany 2016,

Zurich insurance (2016) identified one of the causes of damages as people’s preference to

building their houses too close to the water, while data like the number or density of

buildings close to the water are not used for deriving this conclusion. In terms of forensic

disaster analysis (FDA) method proposed by CEDIM (2011), previous research indicates

that CEDIM’s FDA focuses mainly on the estimation of potential impacts during the

disasters by using the high potential of the modern empirical and analytical methodologies

(Wenzel et al. 2013). The CEDIM group conducted many case studies using their FDA
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approaches, such as Hurricane Sandy (Mühr et al. 2012), Hurricane Matthew (Mühr et al.

2016), Hurricane/Tropical Storm Harvey (Mühr et al. 2017a) and Hurricane Irma (Mühr

et al. 2017b). Their case studies analyze the hazard variables from meteorological infor-

mation (e.g., precipitation and wind) and collect the exposure/vulnerability information

from census data (e.g., Mühr et al. 2017a) and impacts data from public media (e.g., Mühr

et al. 2012). Thereafter, they apply this information to their CEDIM model to forecast the

potential impacts/damages in the disasters, which is not in the scope of ‘build back better

after disasters.’ In the IDEA project led by Politecnico di Milano, they have performed the

forensic investigations for three case studies including Umbria floods in Italy (Menoni

et al. 2016b), Lorca earthquake and Vall D’Aran floods in Spain (Garcia et al. 2016) and

UK floods (Ogden et al. 2016). The key limitation in their FDIs is the assignment of scores

by humans for the contribution of each factor (e.g., rainfall and lack of redundancy) to the

damages on the affected sectors (e.g., people and residential buildings). As the scores

represent the importance of the corresponding factors, the assignment mechanism for the

scores is critical to guarantee the reliability of their FDIs. However, the score assignments

can vary significantly by different scorers, while the three case studies lacked the dis-

cussion on this part.

On the other side, Burton (2010) and IRDR (2011) concluded four main complementary

modes to performing the FDIs, including critical cause analysis, meta-analysis, longitu-

dinal analysis and scenarios of disaster. Meanwhile, a series of FORIN projects and case

studies using these four modes were supported by Integrated Research on Disaster Risk

(IRDR) and performed by various scholars such as Naruchaikusol et al. (2013), Huang

et al. (2013), Gotangco et al. (2013) and Faustino-Eslava (2013). As mentioned in the

introduction section, the common issue in the current FORIN FDIs falls in the data,

including data quality (i.e., bias) and coverage of data source. In addition, the methods

proposed in IRDR (2011) are also popularly used by other research scholars out of the

FORIN project. An example is the use of scenario method by Menoni et al. (2016a) to

explore the causes of damages in the 2012 Umbria floods. Their analysis of variables (i.e.,

hazard, exposure and vulnerability) to investigate the causes of damages to buildings

lacked the critical flood parameter data (i.e., flood depth). In addition, the damage data to

populations at individual scale were also not collected in their research.

Considering the data limitation issues identified in this section including data quality

(i.e., bias), coverage of data source and lack of a specific data category, this paper intro-

duces the use of crowdsourcing data for conducting the FDIs.

2.2 Crowdsourcing for disaster management

Crowdsourcing, combining the words crowd and outsourcing (Hirth et al. 2011), was firstly

introduced by Howe (2006). It means ‘the act of taking a job traditionally performed by a

designated agent (usually an employee) and outsourcing it to an undefined, generally large

group of people in the form of an open call’ (Howe 2006). Meanwhile, crowdsourcing is

widely used in the disaster management including the communication in the crisis (e.g.,

Ghahremanlou et al. 2014; Cool et al. 2015), information dissemination (e.g., Hughes and

Palen 2009; Li and Rao 2010; Chatfield and Reddick 2015; Deng et al. 2016), damage

assessment (e.g., Guan and Chen 2014; Kryvasheyeu et al. 2016; Yuan and Liu 2018b;

Yuan et al. 2017) and rescue commitment (e.g., Yang et al. 2014). Their uses of crowd-

sourcing data particularly for damage assessment and rescue can provide the damage

information in the affected areas (e.g., Cervone et al. 2016) and exposure/vulnerability

information (e.g., location/healthy conditions) of the affected people (e.g., HOUSTON
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HARVEY RESCUE 2017). The information derived from crowdsourcing data can be used

as the data support for our FDIs.

In addition, CEDIM forensic disaster analysis (FDA) program has introduced the use of

crowdsourcing data for FDA in their technical report on Hurricane Sandy 22–30 October

2012 (Mühr et al. 2012). They mainly used crowdsourcing data (i.e., Twitter data) for

assessing the power outage during Hurricane Sandy. However, CEDIM mainly uses FDA

approach for predicting the potential impacts during disasters, while the use of crowd-

sourcing data for the further analysis of the causes of damages (e.g., power outage) was not

covered (e.g., Mühr et al. 2012).

This paper for the first time proposes the use of crowdsourcing data for performing the

FDIs with following a principle of UNISDR’s SFDRR (2015). However, the crowd-

sourcing data mainly provide the information of damages and exposure/vulnerability of

exposed evacuees in Hurricane Harvey flood, while the hazard information (e.g., water

depth) is not included. Therefore, the crowdsensor data (i.e., water depth at the peak stage

during Hurricane Harvey) from USGS monitor system are introduced to fill in this gap.

This research also for the first time integrates the crowdsourcing and crowdsensor data to

construct the damage scenario for performing the FDIs.

3 Materials and methods

Aiming at conducting the FDIs with a solid and complete data support, this research

employs the scenario analysis based on a data-driven approach. The process map for the

implementation of the FDIs appears in Fig. 1. Each step contains the process of data. This

section explains the three steps as the following.

Data collection

Crowdsensor
(United States Geological 

Survey) 

Crowdsourcing
(HOUSTON HARVEY 

RESCUE) 

Data classification

Hazard variables
(i.e., water depth)

Exposure/Vulnerability 
variables

(i.e., age & health)

Damages
(i.e., physical damage to 

evacuees)

Step 1 Step 2

Data analysis

Identification and 
geographic visualization of 

causes of damages by 
analysis of hazard, 

exposure/vulnerability at 
individual scale 

Analysis of causes of 
damages by hazard, 

exposure/vulnerability at 
aggregated scale

Step 3

Fig. 1 Process map for the data-driven-based forensic disaster investigations

Nat Hazards (2018) 93:1529–1546 1533

123



www.manaraa.com

3.1 Step 1: data collection

The first step explores two sources for the data collection. The first one is a crowdsensor

map of US Geological Survey (USGS). The USGS crowdsensor map provides the water

depth above the ground in ft at peak stage during Hurricane Harvey (i.e., 26/08/2017–02/

09/2017), and this research transfers original water depth unit from ft to meter. As the

water depth is only available at the sensor locations (see Fig. 2 for the distribution of

USGS sensors), we employ the inverse distance weighted (IDW) interpolation tool of

ArcMap to define the water depth for the sensors’ surrounding areas in Houston. The

second data source is a voluntary crowdsourcing platform, HOUSTON HARVEY RES-

CUE. This platform was established to support volunteering rescue (Campoy 2017), and

7852 people were marked as SAFE thanks to 8000 voluntary rescuers through this

platform (HOUSTON HARVEY RESCUE 2017). From this platform, this study extracts

evacuees’ reports from 1524 various locations on August 29, 2017, including their

names, contacts (i.e., cell phone number), addresses, the number of elderly and children,

health conditions and rescue needs. Moreover, each location may have more than one

evacuee. This dataset of HOUSTON HARVEY RESCUE enables us to derive both

exposure (e.g., location in the floods)/vulnerability (e.g., age factor by elderly and

children) and damage (e.g., trapped in the floods) information of the exposed evacuees in

Hurricane Harvey flood.

Fig. 2 The distribution of USGS sensors surrounding the City of Houston. The basemap was provided by
ArcMap. The shapefile of Houston was taken from City of Houston GIS Open Data Portal. The scale of
this map is 1: 420,000. The data source of basemap and shapefile of Houston and the scale applies to
Figs. 3, 4, 5 and 6
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Fig. 3 The geographic distribution of exposed evacuees in Hurricane Harvey floods in Houston on Aug 29,
2017

Fig. 4 The geographic visualization of hazard variable analysis in Hurricane Harvey flood at the individual
scale
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Fig. 5 The geographic visualizations of vulnerability factors including children, elderly and health issues in
Hurricane Harvey flood at the individual scale

Fig. 6 The geographic visualization of whole vulnerability analysis in Hurricane Harvey flood at the
individual scale
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3.2 Step 2: data classification

Water depth is a common parameter used for evaluating floods hazard in previous research

(e.g., Islam and Sado 2000; Pelletier et al. 2005; Ciurean et al. 2017). Hence, this research

defines the water depth as the parameter to characterize the flood hazard. In terms of the

exposure/vulnerability variables of the population (i.e., evacuees), this study selects age

(e.g., Rahman et al. 2016; Atun and Menoni 2014) and health conditions from the dataset

in HOUSTON HARVEY RESCUE. Furthermore, the physical damages to population

mainly contain two categories, death (e.g., Menoni et al. 2016a) and affected (e.g., CRED

2018). Given the data availability, we employ the affected category to represent the

physical damages to evacuees (i.e., trapped in the floods). Thereafter, this step classifies the

crowdsourcing and crowdsensor data into four categories, i.e., hazard (H), exposure (E),

vulnerability (V) and damage.

3.3 Step 3: data analysis

Referring to the scenario analysis approach in Menoni et al. (2016a), this step firstly

analyzes the damages to exposed evacuees (i.e., population) in Hurricane Harvey flood,

including their addresses and rescue needs (i.e., need water rescue or not). Secondly, this

study investigates the causes of affected damages to evacuees by analysis of variables (i.e.,

H, E and V). This analysis starts with the investigation of causes of the damages to the

individual evacuee. In addition, the geographic visualization of the variables is employed

to present the analysis results. Thereafter, this research performs the aggravated-scale

analysis based on the individual-scale analysis to summarize the contributions of variables

(i.e., H, E and V) to the affected damages during Hurricane Harvey flood in Houston.

4 Results

4.1 Analysis of damages to the exposed evacuees

Exposure is defined as ‘the degree to which a natural or socioeconomic system or natural or

socioeconomic community is exposed to potential hazards’ (Walker et al. 2011). In the

practical analysis of exposure variables for the investigation of causes of damages, ‘item

location’ is commonly used as an exposure factor (e.g., Menoni et al. 2016b; Garcia et al.

2016; Ogden et al. 2016). As a result, this section also conducts the exposure analysis (i.e.,

the geographic distribution of exposed evacuees during Hurricane Harvey flood in

Houston).

On Aug 29, 2017, this study extracted evacuees’ reports from 1524 various locations on

the crowdsourcing platform HOUSTON HARVEY RESCUE. Two hundred and seven

evacuees’ reports are excluded from this dataset due to their uncompleted information

input. Hence, the evacuees’ data from 1317 locations are used for this analysis. Among the

1317 evacuees’ reports on Aug 29, 2017, only evacuees from 56 locations reported ‘no

water rescue’ (see the green triangle in Fig. 3), indicating that evacuees’ from these 56

locations do not need water rescue. The evacuees from 95.75% of the 1317 locations

needed water rescue (see the red triangle in Fig. 3) during Hurricane Harvey flood.

In addition, the 1317 evacuees’ locations are presented in Fig. 3. To better describe the

geographic distributions of the exposed evacuees in Hurricane Harvey flood, this section
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marks the blue oval circle for the eight zones with high-density evacuees. The oval circle 1

is near the intersection of US-90 and US-8, and has the largest number of evacuees

requiring water rescue. The highways US-69 at the northeast of Houston and US-610 at the

east of Houston were in ‘closure’ condition due to the high water on Aug 29, 2017

(Houston Public Media 2017). The road closures can block the evacuees trying to leave

Houston on the way and further explain the reason for the highly dense evacuees in the

oval circle 1. Moreover, seven other oval circles also present the highly dense evacuees.

The summary of the locations of each oval circle appears in Table 1.

4.2 Analysis of variables

4.2.1 Hazard analysis

The crowdsensor map of USGS provides the water depth above the ground for the areas

with their sensors (see Fig. 2 for the geographic distribution of USGS sensors surrounding

City of Houston). The water depth values were recorded at the peak stage of Hurricane

Harvey. As mentioned in step 1 of Sect. 3, this paper uses ArcMap to produce the flood

map during Hurricane Harvey. Given the coverage areas of the flood map, this section

filters out evacuees from 327 different locations. Then, the remaining 990 evacuees’

locations are assigned with the water depth values according to the flood map. The geo-

graphic visualization of the flood hazard analysis at individual scale is shown in Fig. 4.

According to Fig. 4, we can see that most evacuees’ locations are marked with the orange

triangles. This means that the evacuees’ locations in the 1-m flood water depth accounts for

the largest percentage in the 990 points. Moreover, the distributions of orange color tri-

angle mainly fall in oval circles 1, 2, 4, 5, 7 and 8 as marked in Fig. 3. Meanwhile,

evacuees’ locations with the green triangles present a second significant portion in the 990

points. The distribution of evacuees’ locations with 0.5-m flood water depth (see the green

triangles in Fig. 4) mainly falls in oval circles 1 and 3 labeled in Fig. 3. Evacuees’

locations in the 1.5-m flood water depth (the brown triangles in Fig. 4) are mainly dis-

tributed in oval circle 1. The evacuees’ homes with the 2-m flood water depth (the red

triangles in Fig. 4) account for the least percentage in the 990 locations.

Table 1 The summary of eight zones with highly dense evacuees

Oval
circle

Location in
Houston

Exact location descriptions

1 Northeast The intersection of highways US-90 and US-8

2 West The intersection of highways US-99 and Westpark Tollway

3 Northeast The area at the intersection of highway US-69 and road FM-1960 in Kingwood

4 Northwest The area surrounded by highway US-6, roads W Little York Rd, N Eldridge
Pkwy and Clay Rd.

5 West The area surrounded by highways US-6, I-10, US-8 and road FM-1093

6 West The area surrounded by highways I-10, US-6, roads Clay Rd, N Mason Rd.

7 Southeast The area surrounded by highways US-35, Sam Houston Tollway (Toll road),
roads Monroe Blvd, Fuqua St.

8 South The area surrounded by highway Sam Houston Tollway (Toll road), roads
Cullen Blvd, Fellows Rd.
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Karvonen et al. (2000) defined a threshold for adult humans’ maneuverability and

stability in flowing water. This section employs their threshold for judging whether the

damages on the exposed evacuees can be explained by flood hazard variable. The condition

for an adult to maneuver in good conditions of flow and environment (see Karvonen et al.

2000) presents in Eq. (1).

v � d\0:006 � h � mþ 0:3 ð1Þ

where v = flow velocity (m/s), d = flow depth (m), h = height of the adult (m), and

m = mass of the adult (kg).

When the product of flow velocity and water depth is equal or larger than the values at

the right part of Eq. (1), this research will judge that the evacuees at this location are

affected by flood hazard. The average heights of US adult citizens are 5 feet 9 inches (i.e.,

1.753 m) for men and 5 feet 4 inches (i.e., 1.625 m) for women (Data source: abcNEWS).

This research takes the average value (i.e., 1.689 m) of men and women heights for the

height parameter in Eq. (1). Meanwhile, data from The Telegraph (2012) report the

average adult weight in the USA is 180.62 lb (i.e., 81.93 kg). Hence, the right part of

Eq. (1) is 1.13.

Given that the velocity data are not available in Hurricane Harvey floods and the

velocity range used in Karvonen et al. (2000) is 0.6–2.75 m/s, this research assumes the

water velocity for the whole flood area is the average of 0.6 and 2.75. The velocity

parameter in Eq. (1) is 1.675 m/s. Thereafter, this analysis compares the product of

velocity and water depth with 1.13 (i.e., results of right part in Eq. 1 for U.S. adult citizens)

to decide the influence of flood hazard variable (i.e., water depth and velocity) on evacuees.

The hazard analysis results appear in Table 2 (i.e., aggregated-scale analysis).

Table 2 indicates that 741 various evacuees’ locations are affected by flood hazard (i.e.,

water depth), accounting for 74.85% of the total 990 locations. Moreover, the number of

evacuees at these 741 different locations is 4505. This means that the causes of the

damages to 63.32% of the 7115 affected evacuees (i.e., total evacuees on Aug 29, 2017)

can be explained by flood hazard variable (i.e., water depth).

4.2.2 Vulnerability analysis

Data collected from the crowdsourcing platform HOUSTON HARVEY RESCUE in this

study includes the number of children and elderly, and ‘have a health issue or not’ at the

990 evacuees’ locations. Given that the scenario method implemented for performing the

FDIs is based on data-driven method, the vulnerability variable analysis mainly considers

Table 2 The summary of flood hazard variable analysis

Water
depth (m)

Number of
evacuees’ locations

Number of evacueesa (e.g., adults,
children and elderly)

Velocity * depth
(m2/s)

Affected by
water

0.5 249 2610 0.84 NO

1.0 608 3087 1.68 YES

1.5 117 750 2.51 YES

2.0 16 668 3.35 YES

2.5 0 0 4.19 YES

Total 990 7115 NA NA

aEach evacuee’s location can have more than one evacuee
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the age factors (e.g., Rahman et al. 2016) including the number of children and elderly, and

health conditions. To be specific, this research checks the existence of children, elderly and

health issues for each evacuee’s location. The evacuees’ locations are assigned with ‘YES’

(i.e., red triangle) or ‘NO’ (i.e., green triangle) to represent if they have children (see

Fig. 5a), elderly (see Fig. 5b) and health issues (see Fig. 5c). Moreover, ‘YES’ for each

vulnerability factor (i.e., children, elderly and health issue) indicates that the causes of

damages to evacuees at this location are due to the corresponding vulnerability factors.

By adding these three factors, we conclude the analysis results for the whole vulnera-

bility of the evacuees at these 990 locations (see Fig. 6). Each evacuee’s location with

children, elderly or health issue is marked with ‘YES’ (i.e., red triangle) representing that

this location has a vulnerability. Similarly, ‘YES’ means that the causes of damages to

evacuees at this location can be explained by vulnerability variables. The aggregated-scale

analysis results are shown in Table 3.

Table 3 indicates that children are the most critical vulnerability factor contributing to

the damages to evacuees (i.e., trapped in flood). Specifically, 46.67% of the 990 evacuees’

locations were affected by Hurricane Harvey flood in Houston due to their possessions of

children. In terms of vulnerability factors elderly and the health issues, the percentages are

29.70 and 29.09%, respectively. Considering the effect of the whole vulnerability, this

research finds that 723 evacuees’ locations present vulnerability. In total, the damages to

evacuees in 73.03% of the 990 locations can be illustrated by vulnerability variables (i.e.,

children, elderly or health issue).

Additionally, in terms of the number of children at 462 evacuees’ locations, vulnera-

bility factor ‘children’ still demonstrates its leading contribution to the influences on

evacuees among the two age factors. This number (i.e., 1302) accounts for 18.30% of the

total 7115 exposed evacuees. The number for another age factor ‘elderly’ (i.e., 763) makes

up for only 10.72% of the 7115 exposed evacuees.

5 Discussion

Following the principle ‘build back better after disasters’ in SFDRR (UNISDR 2015), this

paper for the first time introduces the data-driven based scenario analysis approach to

perform forensic disaster investigations (FDIs). To enable a solid and complete data

support for FDIs, we also for the first time integrate the crowdsourcing and crowdsensor

data. The crowdsourcing data extracted from the crowdsourcing platform HOUSTON

Table 3 The summary of vulnerability variable analysis

Vulnerability
factors

Number of
evacuees

Number of evacuees’ locations
with ‘YES’

Number of evacuees’ locations
with ‘NO’

Children 1302 462 528

Elderly 763 294 696

Health issue NAa 288 702

Whole
vulnerability

NA 723 267

aThe crowdsourcing data from HOUSTON HARVEY RESCUE at each evacuee’s location only provide the
information ‘whether this location has a health issue or not.’ The number of evacuees with health issues was
not reported
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HARVEY RESCUE provide the damage and vulnerability information of the exposed

evacuees in Hurricane Harvey flood. Meanwhile, the crowdsensor data collected from the

monitoring system of US Geological Survey (USGS) enable us to perform the hazard

variable analysis. By the integration of crowdsourcing and crowdsensor data, this research

investigates the causes of damages to exposed evacuees at individual scale by the variable

analysis of hazard (H), exposure (E) and vulnerability (V). Theater, we sum up the number

of evacuees whose damages can be explained by H, E and V, and conclude their contri-

butions to the damages on exposed evacuees at aggregate scale. The aggregated-scale

analysis results can be further used for developing the causal path as presented in Fig. 7. In

addition, this innovative integration of crowdsourcing and crowdsensor data can also

benefit the future study in the selection of data collection methods in the future disasters.

The FDIs for the case study of Hurricane Harvey validate the process map (see Fig. 1)

for conducting the FDIs by scenario analysis approach. The analysis results of the FDIs in

this research enable us to accept the hypothesis proposed in introduction section, i.e., using

crowdsourcing data for FDIs is feasible.

In the data-driven based scenario analysis, the uses of crowdsourcing and crowdsensor

data can reduce the bias resulted from expert interview/consultation (e.g., Dorussen et al.

2005). For instance, the three case studies in the IDEA project evaluated the causes and

drivers by sectors (e.g., people and properties) with scores according to their specific case

studies (e.g., Umbria flood) and then classified these causes and drivers by factors of H, E

and V for each damaged sector. However, the selection of the committee members for the

evaluation on the causes and drivers was not discussed and the evaluation results can vary

significantly by the committee with different expert members. The consequence is the data

bias brought by the evaluation committee members. The crowdsourcing and crowdsensor

data used in this paper are taken from evacuees’ direct reports and crowdsensor system of

USGS, which can avoid this problem in our FDIs.

In addition, this paper provides a new solution for the ‘lack of a specific data category’

issue in previous research (e.g., Zurich insurance 2016). On the one side, the crowdsensor

data from USGS monitoring system provide the water depth above the ground (i.e., flood

hazard parameter), a critical parameter influencing the damages to both people (e.g.,

Jonkman and Penning-Rowsell 2008) and buildings (e.g., Pistrika et al. 2014). This

Fig. 7 The causal path for the FDIs at aggregate scale
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resolves the lack of flood depth data (i.e., flood hazard factor) in the analysis by variables

for the investigation of causes of building damages in Menoni et al. (2016a). On the other

side, the crowdsourcing data enable this research to analyze the damages and vulnerability

of individual exposed evacuees, which is not possible in most of the previous FDIs-related

research (e.g., German Committee for Disaster Reduction 2012) and case studies (e.g.,

IDEA and IRDR projects, CEDIM FDA and Zurich insurance case studies). As a result,

this research uses the scenario analysis approach for FDIs to summarize the contributions

of the three variables (i.e., H, E and V) to the damages on exposed evacuees from the

individual-scale data analysis. The bottom-up approach also provides a new idea for the

further research in the FDIs on the selection of data scales (i.e., individual and aggregated

scales).

One limitation in this research falls in the use of water depth at peak stage of Hurricane

Harvey for the flood hazard analysis. To cover maximum areas in Houston with the sensors

of USGS, we select data of 1169 out of 1258 USGS sensors. However, the water depth

collected from the 1169 sensors (see Fig. 2 for the distribution of USGS sensors) was

recorded from Aug 25, 2017, to Sep 2, 2017, which are further applied for making the flood

hazard map in Houston. The damage data of exposed evacuees were mainly collected on

Aug 29, 2017. Consequently, the water depth recorded after Aug 29, 2017, may not explain

the damages to exposed evacuees on this day. Moreover, the use IDW interpolation tool in

ArcMap can introduce the estimation errors of the water depth in the areas without sensors.

Another limitation is the coverage of vulnerability parameters of people in the use of

crowdsourcing data. Previous research indicates the other vulnerability parameters of

people such as preparedness to disasters (e.g., Atun and Menoni 2014), annual household

income (e.g., Rahman et al. 2016), level of education (e.g., Schneiderbauer 2007; Velas-

quez and Tanhueco 2005; Haki et al. 2004), etc. As the scenario analysis in this paper is

based on data-driven method, we mainly analyze vulnerability variables on age and health

conditions of evacuees (i.e., the only available data). The age parameter is represented by

the numbers of children and elderly as these two kinds of people cannot deal with their

evacuations during the flood by themselves (e.g., Karvonen et al. 2000). Similarly, the

health condition is also considered as a vulnerability parameter in this paper with the

assumption that evacuees reporting with health issues cannot evacuate independently.

Future research on the use of crowdsourcing method for collecting damages and vulner-

ability data of people during disasters can focus on the establishment of a complete

database with the attributes of all the critical exposure/vulnerability parameters (e.g.,

preparedness to disasters).

A common issue involved with crowdsourcing data is the data quality (e.g., Goodchild

and Glennon 2010; Alexander 2014). This research pays many efforts to improve the

reliability of crowdsourcing data from HOUSTON HARVEY RESCUE. To be specific, the

original crowdsourcing data include 17 attributes: ID, date, address, name, phone, immi-

nent threat/death or not, age, power (have or not), food (have or not), water (have or not),

health issues (have or not), destination (has a place to go after rescue or not), adults

(number), children (number), elderly (number), rescue status and water rescue (need or

not). Hence, the exact locations of the evacuees can be tracked, which can benefit this

research for the data validation. For instance, when a report from an evacuee’s location

says they have 100 children, we can check the building type at their exact address from

Google satellite map. If the building is a common residential house, we can judge that the

capacity of their house is not able to contain 100 children and the report from this evac-

uee’s location is not reliable. Besides, this research also collects the phone number and

name of the reporters at each evacuee’s location during Hurricane Harvey flood in
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Houston. To improve the data reliability, we can also contact the reporters for the data

validation. To protect evacuees’ privacy, this research will not discuss this part in detail.

Though we have taken practical measures to improve the crowdsourcing data quality, the

development of more advanced algorithms to achieve the automatic crowdsourcing vali-

dation is suggested for the future study.

6 Conclusion

This paper conducts the FDIs by the scenario analysis approach for Hurricane Harvey with

a solid and complete data support. The process map for the implementation of the FDIs is

established and further validated by the Hurricane Harvey case study. The FDIs for the first

time integrate the crowdsourcing and crowdsensor data to support the analysis of damages

to exposed evacuees and the investigation of the causes of the damages. Furthermore, this

research summarizes the causes of damages to exposed evacuees by analysis of variables

(i.e., hazard, exposure and vulnerability) from individual scale to aggregated scale. At

individual-scale level, the causes of damages to individual evacuee are explained by hazard

(i.e., water depth), exposure (i.e., location in the flood zone) and vulnerability (i.e., age and

health condition). The individual-scale analysis results are geographically visualized in

Figs. 4, 5 and 6. Thereafter, we aggregate the number of evacuees by the causes of their

damages explained by hazard, exposure and vulnerability, respectively. Our results enable

us to accept the hypothesis in this paper, i.e., using crowdsourcing data for performing the

FDIs is feasible. Future research on the development of advanced algorithms is suggested

to achieve automatic validation of crowdsourcing data.
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